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Abstract—Although several sentiment classification methods have been proposed, rare are the ones that provide a solid link between human analysis of a sentiment text and machine analysis of the same text. In this paper, we investigate the automation of human’s reading and building of notions. We show that the proposed process of automated machine reading and notion extraction can be used for sentiment mining and the identification of product characteristics. We then focus on the issue of sentiment classification of online reviews which have been receiving an increased level of attention by online users as well as data mining researchers in the past few years. Our proposed method bases itself on the human’s thought process in extracting notion and sentiment from text. The approach first employs part of speech (POS) tagging, then learns the product features and characteristics that form the preconceived thoughts or notions about a topic’s sub features. The idea is similar to how humans learn and build preconceived notions based on the review’s topic, and then use it when reading a new review. Experiments show the success of the method in sentiment mining and in extracting a product’s desirable features.
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I. INTRODUCTION

At the onset of the internet age, huge amounts of data were being made available to users online. At that time, the data found was mostly objective. As the internet grew even more, social networking sites, blogs, forums, and tweets, [1] gave users the ability to express themselves and their sentiments in even more ways, and regarding any topic they have in mind.

Having billions of texts representing people’s sentiments scattered around the Web, and thousands of business applications based on those opinions, it is clear that the task of analysis and sentiment extraction from this huge number of texts cannot be done manually. For this reason, it is vital to have a framework optimized for the efficient gathering and processing of relevant data and sentiments from text. The goal of such a system would be to produce results comparable to those a human would produce, however, in much less time. Although there have been major improvements in the field of sentiment mining and analysis, many challenges remain including mining sentiments in languages such as Arabic, feature selection [2], and result assessment [3]. Moreover, one of the main reasons that causes machine-based sentiment mining techniques to be fragile is the fact that no clear ideal approach has been suggested specifically for sentiment analysis of text, whether one is dealing with sentence-level or document-level sentiment analysis.

In this paper, we propose a method to build background knowledge from the available online reviews, and then use the knowledge to assess sentiment in new reviews. To further emphasize the importance of background information in understanding a passage’s implied meaning, we refer to studies made in the field of education, and specifically in the area of literacy education. In [4], the author mentions: “The ability of fluent readers to integrate text and background information appropriately and efficiently is the hallmark of expert reading in a topical domain (e.g. history, biology, psychology).” In particular, we examine how preconceived notions can be automatically learned to build the needed background knowledge. For example, if one is reading a review about cars, and the phrase “it needs constant maintenance” appears, that person would link the phrase to the notion that having to maintain a car constantly is a bad thing and so would know that this part of the review is negative. In contrast, if that person had no previous background about the review’s topic, he would not know whether this statement is positive or negative, especially since sentiment words do not exist in this phrase.

Our proposed method is inspired by observing how humans use their preconceived notions when reading. As humans have tailored their reading abilities for quick understanding and interpretation of text, and especially for the detection of sentiments implied within documents, it is important to know the underlying reading and comprehension mechanisms that take place when a human is reading a new passage. According to [4], and as shown in Fig. 1, there are two main components that are involved during the reading process.
The first component encompasses low-level processes such as lexical access, which is direct recognition of a word’s meaning, syntactic parsing, which is the process by which the reader parses the passage grammatically, as well as semantic proposition formation which bases itself on syntactic parsing and lexical access to form sub-sentence structures called clauses, with each clause representing a certain idea or concept. The second component composed of high level processes plays the major role in reading. It includes having a defined purpose for reading, making inferences, as well as extensive use of background knowledge.

In this respect, when people read a review, they automatically infer the topic of that review, either since they queried about that specific topic, or by deducing the topic from keywords used in the review. Having deduced the topic while reading, the person starts to link each phrase being read with some preconceived notions about the topic or subtopics being discussed, where a notion is mainly a topic’s characteristic along with its associated sentiment according to that person. These notions would enable the person to decide whether the review is positive or negative.

The above-mentioned human reading steps provide the foundation flowchart (see Fig. 1) to achieve automated machine reading, notion extraction, and ultimately sentiment mining. The rest of the paper is divided as follows: Section 2 presents related work in the field of text sentiment mining. Section 3 introduces and presents the proposed approach. Section 4 describes the experiments and corresponding results. Section 5 concludes the paper and highlights future work.

II. PREVIOUS WORK

Several approaches have been suggested for sentiment mining. Some targeted the optimization of feature selection [2], while others tried to compare results by using different learning and/or non-learning algorithms. Some researchers also dealt with sentiment analysis in languages such as Arabic [5] and Chinese [6]. In addition to that, several authors came up with new applications for sentiment mining such as prediction of sales performance using the classified online sentiments.

In [7], Bing Lui proposes to define an object by a quintuple that includes the object itself, a feature of that object, the orientation of the opinion on that feature, the opinion holder, as well as the time during which the opinion was made. Liu also mentions some of the biggest problems in the sentiment mining field, such as named entity recognition, coreference resolution, and feature extraction. With respect to the latter, many feature selection approaches have been proposed in the literature. In [8], the authors represent movie reviews by feature vectors composed of corresponding appraisal word [9] frequencies, whereas the authors of [10] used TFIDF for feature representation of online stock message boards. In [11], the feature dimension used consisted of sentiment scores of words. Those scores were calculated based on each word’s part of speech (POS) tag, using the Stanford POS tagger [12] as well as an average score computed by making use of SentiWordNet [13]. A simple way of representing a video game review was implemented in [14] and [15], where the authors used Boolean feature vectors representing the status of a word in each review (i.e. present or absent). Authors of [14] used words that show the most correlation to review scores as features. On another level, and in order to deduce the sentiment orientation of a document, the authors of [5] use the sentiment orientation of a document’s sentences as a feature vector. Seeking to find the optimal set of features in a sentiment analysis problem in order to avoid overfitting, the author of [2] proposes an Intelligent Feature Selection Method (IFS) which uses semantic and syntactic information to refine large input feature spaces by removing redundant features according to their degree of correlation.

Many are the methods that were used for sentiment mining. While most were based on machine-learning schemas, such as SVM [5], [11], [14-15], Naïve Bayes [10], [14-15], and Decision Trees [10], some authors made use of different techniques such as Probabilistic Latent Semantic Analysis (PLSA) [8], Latent Dirichlet Allocation (LDA) [16], and Pointwise Mutual Information-Information Retrieval (PMI-IR) [17].

Throughout the mentioned literature, the sentiment classification results were mostly reported in terms of accuracy, and ranged between 82.9% [15] and 90.7 % [2]. Other measures used were mean average percentage error (MAPE) [8], F-measure which is a combination of recall and precision [6], as well as comparisons against defined baseline methods [16] and average mean square error (MSE) [14].

From all the above mentioned work, one could extract useful tips for obtaining a solid sentiment analysis system. Accordingly, the latter should follow the policy that having more features is not always better [4]. Moreover, domain-tailored features could increase the sentiment analysis accuracy in some applications [10]. However, the mentioned approaches have many limitations including the lack of a strong argument basis that would lead to an...
optimal choice of features such that the sentiment analysis accuracy could increase over multiple (or all) domains. Consequently, the following proposed scheme will try to address that weakness.

III. PROPOSED SCHEME

Although machines might outperform humans in certain complex classification tasks, it is still obvious that they are very far from extracting sentiments from text the same way a human would. Our proposed method thus stems itself from the thought process a human would unconsciously follow in order to read and deduce a review’s implied sentiment. Consequently, this process could be seen as the automated algorithm’s role model, implying that the closer an algorithm replicates the human thought process, the more accurate will its sentiment classification results be. Accordingly, the workflow presented in Fig. 2 is followed by our proposed machine reading process in an attempt to replicate the basic human reading and analysis process.

Based on the machine reading process, our method is able to achieve three objectives; the first being feature extraction, where features are defined as the nouns and verbs that make up a domain’s main lexicon. The second objective is the extraction of notions from a domain’s reviews, which provides background knowledge of desirable product qualities versus undesirable ones. The third objective is the usage of background notion information to infer the overall sentiment of a given review. All three objectives are presented below.

A. Feature Extraction

Extracting the domain’s features is, in its essence, analogous to building the domain-specific lexicon which will be used during the machine reading process at the lexical access level. The algorithm describing the feature extraction details is shown in Fig. 3, and is driven by the principle that when many reviewers mention the same feature in their reviews, one can imply that the feature in question affects a person’s view on the product.

B. Notion Extraction

Since notions have no specific structure, in the sense that no clear rules define them grammatically, heuristic-based rules were used to extract notions from the reviews. Consequently, it was defined that in each single clause, only one notion can be found. Moreover, a notion was defined to be formed of sequential combinations of nouns, verbs, adverbs and adjectives given that it has to be composed of more than one word. Fig. 4 presents our notion extraction algorithm.

As depicted by the above algorithm, and to mimic a reader’s syntactic parsing process, our proposed algorithm parses the tagged reviews, and identifies the parts of
speech of each text’s encompassed words. Having done that, and to perform semantic proposition formation, sentences are divided into clauses according to the presence of known coordinate conjunction and subordinate conjunction words such as and, but, for, or, so, after, although, because, and others [18].

However, not all clause ideas are considered as notions in the domain being tackled; in the sense that some clauses could present a very general idea that would be irrelevant in building a domain’s background notions. This is where using the domain’s lexicon previously built comes in very handy, keeping in mind the fact that the high frequency of a certain noun or verb across many reviews will indicate that it is closely related to the domain and thus, a notion that includes that domain feature would have an impact on the overall sentiment of the review. Consequently, notions are formed by going through the training reviews, and only storing notions that contain at least one domain feature, be it noun or verb.

As each notion is formed and stored in the notion database (using the known review ratings from the training dataset), it is assigned a score on a scale of 1 to 5 indicating its degree of positivity or negativity according to the following equation:

\[ S = \frac{\sum_{i=1}^{n} r(i)}{n} \]  

(1)

Where \( S \) is the notion sentiment score, \( n \) is the number of reviews that contain the notion, and \( r(i) \) is the rating of review \( i \) which is an integer from 1 to 5 assigned by reviewers in order to represent their view of the product according to the scoring scale.

C. Sentiment Mining

In order to classify a review being tested as positively or negatively oriented, notions are extracted from the review the same way they were extracted and stored in the notion database during the training phase. If those notions are found in the database, the review is assigned a score which is the average of the scores of its contained notions. The overall sentiment mining process is presented in Fig. 5.

The obtained score is then rounded to the nearest integer. Consequently, reviews with a score of 1, 2, or 3 are classified as negative reviews, whereas those with a score of 4 or 5 are classified as positive reviews.

IV. Implementation

Due to the importance of POS tagging for notion-based sentiment analysis, the first step of the proposed method was to use the “bidirectional-distim” Stanford POS tagger [12] that achieves an accuracy of around 97.1% for the English language. Consequently, 5000 reviews on digital portable audio devices were extracted from Epinions [19] by using RapidMiners’s Web Crawl Operator [20], and then tagged. Those reviews were rated from 1 to 5 stars, 5 being the best rating, and contained 488 1-star reviews, 386 2-star reviews, 1728 4-star reviews, and 2398 5-star reviews. Reviews with a 3-star rating were omitted since they represent neutral opinions that would compromise our notion scoring process. Having done that initial step, we start our training procedure as detailed in Fig. 6. The programming language of choice was PHP which provides text-handling capabilities, and an easy interaction with MySQL database to efficiently store any needed data.

A. Feature Extraction Results

Based on the approach suggested in section 3, each review was parsed, and its contained nouns and verbs were stored in a table to represent the domain features, where the domain in this case was digital cameras. This feature extraction step produced 7007 nouns, however, only those with a frequency above 119 were kept, resulting in 277 feature nouns. Whereas for verbs, the ones with a frequency greater than 5 were kept, resulting in 1585 feature verbs. The frequency thresholds chosen for this purpose were selected heuristically according to the observed results. Table 1 shows the 10 most frequent nouns that were found in one of the training cycles. It is very clear that the collected features demonstrate part of the digital cameras’ domain-specific lexicon.
According to the above results, it can be clearly seen that desired features in a camera are: having a wide angle and bright colors, whereas a camera that stops working and is not recommended are repelling features.

C. Sentiment Mining Results

When all the notions had been extracted, testing was performed. The testing procedure is based on comparing the notions formed during the training phase with the notions found within the review being tested. The sentiment score of the latter would thus increase if it includes one of the stored positive notions, and decrease if a stored negative notion is found within it.

The evaluation of the proposed method’s results was performed using the 5-fold cross-validation method. By using this validation scheme, the testing would be more accurate since the samples used for training and testing are interchanged and chosen randomly. To implement this method, each group of equally rated reviews was split into 5 equal parts and each part was assigned to one of the 5 groups. When one group (~ 1000 elements) was used for testing, the other groups (~ 4000 elements) were used for training. An average accuracy of 85% was recorded for our notion-based approach whereas a highest accuracy of 87.01% was achieved in one of the testing rounds.

Accordingly, Table III presents the Confusion Matrix [18] for the testing round that achieved the best results. Hence, the Confusion Matrix [22] represents the distribution of the classification results in terms of True Positives (TP), True Negatives (TN), False Positives (FP), and False Negatives (FN).

From the confusion matrix above, the accuracy of the notion-based sentiment classification system can be calculated. Since accuracy has been used as an evaluation metric in several previous publications [2] [10] [11] [17] [15] [5], it is beneficial to calculate it for our notion-based sentiment classification approach. Hence, the formula below was used to calculate accuracy.

\[
\text{Accuracy} = \frac{(TP+TN)}{(TP+TN+FP+FN)} = \frac{802+69}{802+69+106+24} = 87.01\% \quad (2)
\]

Achieving the above accuracy indicates that our proposed machine reading technique is a promising approach that is worth more thorough investigation. We believe that the suggested approach can be highly accurate and efficient in inferring sentiments from text when internally optimized or combined with other sentiment extraction methods presented in the literature.
V. CONCLUSION

Although important achievements in the field of sentiment mining and analysis have been reported in the literature, no approach has based itself on the thought and decision process of a human when analyzing sentiments. Since the optimal sentiment analysis is the one that occurs in the human brain, we presented in this paper a novel notion-based sentiment classification system that tries to mimic a human’s acquired notions about a certain topic and their influence on his understanding of written sentiments whether they are explicitly stated or not. When tested on a set of 5000 reviews, our notion-based approach produced accurate results; the fact that proves the merit of our suggested approach. We do believe though that a lot can be done to increase the current accuracy even more. One direction will be to optimize the formation of notions by studying the English language sentence-level grammar in more depth. Notion detection will be complemented by synonym detection so that words indicating the same notion can be combined together. Moreover, storing stemmed notions will be studied to check if it contributes positively to the overall accuracy. Another direction will be to optimize the threshold values used in our approach, for instance, the thresholds used in the feature selection stage. A third direction will be to investigate the benefit of combining our approach with current state-of-the-art methods. In summary, a lot of improvements can be made to enhance the already acceptable accuracy of the suggested model.
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