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Abstract—Fog computing has been proposed as one of the most promising technologies for the construction of a scalable network infrastructure in the user's vicinity, with the purpose of serving the tremendous amount of daily generated latency-sensitive Internet of Things (IoT) data. The Fog and Cloud are not binary options, rather a natural continuum of one another; thus, the marriage of these two killer technologies would offer an ideal IoT data provisioning of resources. In this article, we present iCloudFog, a reconfigurable architecture that enables an agile integration of Fog and Cloud networks. iCloudFog allows to construct different Fog types (i.e., wireless, wired, or hybrid) to fit the different characteristics of IoT devices and data, and Fog nodes. Due to its nature, iCloudFog presents several unique key research challenges that have not been addressed in the literature, such as network dimensioning and configuration, quality-of-service (QoS) and security-aware resource management, data privacy, and localization. We discuss these challenges and suggest promising approaches to resolve them. Effective design and implementation of solutions based on the suggested approaches would allow iCloudFog to play a salient role in the successful provisioning of future IoT applications and services.

Index Terms—Cloud computing, Edge computing, Fog computing.

I. INTRODUCTION

The proliferation of mobile handheld devices and wearables has subconsciously transformed the era of Internet Technology into Data Technology. The total number of mobile devices and “Things” is predicted to reach 50 billion by year 2020 [1]. These “Things” generate more than two Exabytes of Internet of Things (IoT) data everyday, termed as the 3Vs, i.e., volume, variety, and velocity [2]–[5]. Provisioning the 3Vs IoT data in the current Cloud datacenter network infrastructure could be subject to serious technical difficulties, mostly due to the fact that moving all the generated IoT data to the Cloud for analysis, would saturate the network capacity and cause unbearable latency.

Cloud data centers (DCs) have been widely deployed by leading IT companies such as Cisco, Google, Microsoft, and Amazon, to provide the computing/storage resources to enterprises/individuals under the leasing models of infrastructure-as-a-service (IaaS), platform-as-a-service (PaaS), software-as-a-service (SaaS) [8], [9]. Even though Cloud DCs under these leasing models work well for heavyweight and latency-tolerant service requests, they are inherently inappropriate to serve the pervasive 3Vs IoT data with stringent real-time requirements [6], [7], mainly due to the long distances between the DCs and end-users, in addition to the centralized nature of DCs. Nevertheless, it was forecasted that by year 2020, up to 92% of workloads would still be processed by Cloud DCs [9]. Thus, Cloud DCs will continue to be a salient building block in the operation of future IoT data services. Therefore, it becomes apparent that an additional control layer between the Cloud and the IoT devices situated in the vicinity of the IoT devices for governing the data locality and mobility will be necessary toward the success of provisioning the 3Vs IoT data. With this regard, we have seen extensive research interest shifted from the network core to the edge in the past a few years, generally termed as Edge Computing (EC).

Based on this concept, many vendor-specific control platforms emerged, including Mobile Cloud Computing (MCC), Mobile Edge Computing (MEC), and Cloudlet [10]–[12]. As a similar alternative, Fog Computing (FC) was coined by Cisco in 2012 and since then, it has been receiving tremendous attention from academia and industry [1], [13].

The key concept behind FC is to take advantage of the end-user devices located at (or near) the edge, which would be rich in IoT resources, i.e., storage, compute, and bandwidth, to process the real-time data of neighboring Things in a one-hop manner so as to minimize the latency. The Cloud and Fog (which is a “Cloud closer to the ground”) are not binary options; in contrast, they are an interdependent and mutually beneficial continuum [14]. For instance, the Cloud would coordinate the Fogs and the devices in a Fog, and handles heavyweight data; meanwhile, the delay-sensitive data would be processed and responded by the Fog nodes that are in the vicinity of the IoT devices [15], [16].

Even though significant industrial and/or academic progresses have been achieved on either the Cloud or the Edge, respectively, very little progress has been witnessed on an integrated Cloud-Fog framework. Researchers have become aware of this missing piece and have realized the significance of such an integrated architecture, which can optimize the power of both the Cloud and Fog to speed up the development of IoT. However, research in this field has just recently kicked off, with very little progress made [17].

In this article, we first provide a literature review of the work related to the integration of Cloud-Fog networks. We then present iCloudFog, a scalable and agile integrated Cloud-Fog
architecture that provisions Fog and IoT networks dynamically based on the Cloud and IoT nodes’ availability and capability, and network requirements. We identify the key challenges that emerge in the process of constructing the iCloudFog framework and suggest viable approaches to address these challenges.

The remainder of the article is organized as follows. In Section II, we discuss the difference between Cloud Computing (CC), Edge Computing (EC), and Fog Computing (FC) and then present the literature review. In Section III, we present the proposed iCloudFog architecture. In Section IV, we discuss the key challenges in iCloudFog such as network dimensioning, security, and data privacy, job scheduling, and indoor localization, and present viable solutions. In Section V, we summarize the article and present our conclusions.

II. LITERATURE REVIEW

In this section, we briefly discuss the difference between CC, EC, and FC, and present an overview of the related work.

A. Cloud vs. Edge vs. Fog Computing

It is important to note the difference between EC and FC, and how FC stands in relation to CC. In fact, there are essential differences between EC and FC. Firstly, different from existing EC paradigms, FC can be expanded into the core network such that both the edge and core components (e.g., core routers, regional servers, switches, remote nodes, etc.) can become a computational infrastructure in FC [16], [18]. Secondly, unlike EC, FC can extend cloud services to the edge of the network. Therefore, FC is foreseen to be more promising for supporting IoT in the future.

Meanwhile, CC and FC form a mutual beneficial continuum; namely, CC would still be the main enabler for legacy services, which are heavyweight and latency-tolerant, whereas FC takes charge of the lightweight and latency-sensitive IoT data such as Tactile services and applications [19]. In this continuum, the front-end process, which includes a collection of data from the IoT devices, mainly relies on wireless technologies such as WiFi, Bluetooth, and ZigBee. Conversely, the back-end process, which provides the collected IoT data with compute/storage/bandwidth resources on a Fog node or a Fog network for analysis, may rely on either a wireless, a wired, or a hybrid technology. Therefore, wired nodes in the Cloud may also be part of the Fog. As such, constructing efficient integrated Cloud-Fog networks is essential for provisioning legacy Cloud data and emerging IoT data in a more efficient way.

B. Related Work

An integrated Fog and Cloud archetype, namely IFCIoT, was proposed in [17] to address the architectural challenges associated with the realization of scalable IoT/CPS (cyber-physical systems) applications leveraging FC.

Aazam et al. proposed a layered architecture for FC to address resource management challenges, such as resource prediction, allocation, and pricing in Fog servers [20]. Here, a probability-based model was presented, which considers the type, traits, and characteristics of Fog customers to make resource management decisions.

Wang et al. developed a framework for edge node resource management (ENORM), which addresses the resource management problems of provisioning edge nodes for cloud applications. A provisioning mechanism has been proposed by considering handshaking, deployment of workloads and termination of edge services. The results showed that compared to a Cloud-only model, employing ENORM is able to reduce the Fog application latency by 20%-80% in a given location [21].

Bittencourt et al. proposed a layered architecture to facilitate the mobility of connected IoT nodes [22]. In their approach, a virtual machine (VM) instance is created for each IoT node connected to the Fog server. When an IoT device crosses the radio boundary of the Fog server, it is handed-off to another Fog server by exchanging a snapshot of the IoT device’s VM instance.

Jalali et al. showed that FC may help save energy in CC [23]. They compared the energy consumption of applications using centralized DCs in CC with applications using nano data-centers (nDCs) in FC. They also showed that the best energy savings using nDCs is achieved for applications that generate and distribute a large amount of data at the end-user premises, which is not frequently accessed (e.g., home video surveillance).

Vatanparvar et al. investigated the energy-management-as-a-service model over the FC platform in different domains, by implementing two prototypes for home energy management and micro-grid-level energy management, respectively [24].

The authors in [25]–[28] discussed the role of technologies such as software defined networking (SDN) and network function virtualization (NFV) in EC and FC for supporting IoT services. Specifically, Liang et al. focused on SDN in radio access networks with FC [25], whereas Baktir et al. gave an overall review on how EC can benefit from SDN [26]. Ojo et al. proposed an SDN-IoT architecture employing NFV, with specific choices for where and how to adopt SDN and NFV approaches to meet the requirements of IoT [27]. Finally, Puglissi et al. proposed in [28] to add hardware accelerators and SDN/NFV in the network nodes to support FC, which could significantly improve the network performance.

A taxonomy of the key research challenges in integrated Cloud-Fog networks, and the related work are illustrated in Table I. As noticed, most existing literatures, which assume pre-constructed Fog networks, focused on addressing the issues of energy efficiency, resource management, the application of SDN/NFV, and mobility. Thus, there are still several key features and challenges to explore and address. For instance, no research has ever considered the important feature that a Fog node can either be wired or wireless and how Fogs can be dynamically dimensioned and constructed by incorporating the IoT data features and Cloud node capabilities. In addition, even though some literature did address resource management challenges in FC, none has considered how to optimize the IoT resources while maximally satisfying the quality-of-service (QoS) of IoT data requirements simultaneously. Similarly, research on resource management/job scheduling
with considerations to security/privacy preservation is still blank. Thirdly, very little work that addresses user mobility can be found, except the one addressing it from the architecture perspective based on VM [22]. Moreover, no work considered the indoor localization/positioning for supporting the IoT data locality and user mobility in Fog. The above aspects of the integrated Cloud and Fog framework are critical to boost the IoT development and thus require urgent investigation. In this article, we touch upon these missing pieces, and suggest viable approaches for solving them.

III. PROPOSED iCLOUDFog ARCHITECTURE

The proposed iCloudFog architecture is illustrated in Fig. 1. The physical network architecture is composed of the optical backbone interconnect, an access network, and the IoT end-user devices. The abstraction of the physical architecture comprises three layers, namely Cloud, Fog and IoT. With iCloudFog, four types of communication are defined: Cloud-to-Fog (C2F), Fog-to-Fog (F2F), Fog-to-Thing (F2T), and Thing-to-Cloud (T2C).

To ensure high efficiency of the iCloudFog operations, particularly in dealing with data locality in the presence of user mobility and traffic variations, it is essential to devise an effective approach for dynamically constructing small-scale Fogs by which the four types of communication can be efficiently initiated and provisioned. Different from the Cloud, which is equipped with fixed DCs that intercommunicate on top of the optical backbone network, a Fog network is ad-hoc and heterogeneous in nature due to the diversity of the Fog nodes (i.e., could be wired, wireless, or hybrid fiber-wireless) and dynamic ability of the IoT devices to sporadically join and leave the Fog. Thus, the scale of each Fog network is highly adaptive to the data characteristics of the IoT devices in terms of 3Vs’ IoT data, which are further used to determine the Fog nodes and their connectivity.

With iCloudFog, the diverse IoT end-devices collect different types of IoT data of different requirements such as latency-sensitive or not, heavyweight or lightweight, the security level, bandwidth-hungry or not, etc. Therefore, a Fog is expected to support multiple IoT data types. For instance, a particular Fog may not work well for all kinds of IoT data types, and thus a Fog can be provisioned to support specific IoT data type(s) so as to achieve optimal IoT resource utilization and guaranteed QoS. Secondly, since the mobility and velocity of changes in IoT data’s entrance/exit are dynamic, Fogs should have their own lifetime and should be dynamically dimensioned and (re)configured. To maximize the power of a Fog node in a given Fog type, a different threshold value for the lifetime a Fog node can be configured, and then its performance can be tracked so as the threshold is adjusted accordingly. Finally, to provision the huge volume of IoT data using the limited IoT resources efficiently, the Fog scale/size should be carefully defined. A sizable Fog may generate long communication latency, while a very small Fog may lack enough IoT resources for compute and storage. This issue can be addressed by performing effective network dimensioning that takes into account the capabilities and requirements of all Fog nodes and IoT devices.

Fig. 2 illustrates the different Fog types that can be constructed in iCloudFog. Namely, three types are defined: 1) Wireless Fog consisting of wireless nodes only (i.e., Fog1); 2) Wired Fog consisting of wired nodes only (i.e., Fog2); and 3) Hybrid wireless-wired Fog consisting of both wired and wireless nodes (i.e., Fog3). For tasks with stringent latency requirements, a suitable Fog network would be one with low communication delay and rich IoT resources such as Fog1 or Fog2; the latter can also be considered for supporting diverse IoT data types. For heavyweight tasks without strict latency requirements, the wired type such as Fog3 can be employed.

Fig. 2 also shows how a pool of Fog nodes can be shared with the Cloud to enable distributed storage, compute and processing of IoT latency-insensitive data, thereby exploiting the Cloud-Fog continuum. It also shows how some IoT devices can act as Fog nodes once deemed capable (and of course interested) of acting as compute, bandwidth and storage providers for handling real-time delay-sensitive IoT data. Meanwhile, DCs in the Cloud continue to handle heavyweight, computation intensive and delay-tolerant data.

Once the Fogs are constructed, defining the C2F, F2F, F2T and T2C communications would be essential to enable seamless operation of iCloudFog. For instance, C2F and F2F can be based on existing legacy communication technologies in optical networks such as wavelength division multiplexing (WDM). The F2T communication would be based on existing integrated technologies such as Fiber-Wireless networks, since a lot of Fogs are expected to consist of both wired and wireless Fog nodes. Here, SDN can be used to control the C2F and F2F communications since a wired Fog node is more likely to be selected as a gateway for communication with Cloud or other Fogs; in which case, the control is similar to that of the existing SDN technologies required for backbone networks.

For F2T, which is kind of an intra-Fog communication, dedicated Fog controllers can be employed at some wireless point or as additional control function in exiting wired Fog

### Table I: Taxonomy of Key Research Challenges in Integrated Cloud-Fog Networks and the Related Work Addressing Them

<table>
<thead>
<tr>
<th>iCloudFog Research Challenges</th>
<th>Related work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth Allocation</td>
<td>[20-21]</td>
</tr>
<tr>
<td>Mobility/Handover</td>
<td>[22]</td>
</tr>
<tr>
<td>Energy Management</td>
<td>[23-24]</td>
</tr>
<tr>
<td>Network Virtualization: SDN, NFV</td>
<td>[25-28]</td>
</tr>
<tr>
<td>Network Dimensioning</td>
<td>N/A</td>
</tr>
<tr>
<td>Security/Data Privacy</td>
<td>N/A</td>
</tr>
<tr>
<td>Localization</td>
<td>N/A</td>
</tr>
</tbody>
</table>
Fig. 1. (a) Physical network connection; (b) Illustration of iCloudFog.

Fig. 2. Fog types in iCloudFog: a) Wireless; b) Hybrid Wired-Wireless; c) Wired.

nodes. In case the operator prefers to have all Fog nodes with the control ability, a wired node can be designated as a centralized controller based on models such as Master/Slave, Cluster, or peer-to-peer BitTorrent. For a Fog consisting of similar Fog nodes as shown in Fig. 2a, the round-robin scheme can be employed to designate a Fog controller, such as its efficiency in controlling Fogs is then evaluated to decide whether or not to employ it in the future.

Finally, the T2C communication that is typically necessary when the heavy-weight IoT data must be processed at the DCs, can be implemented in two forms. First, through the Fog nodes, which would then act as relay antennas or routers without any compute or storage overhead. However, this may impose additional bandwidth consumption overhead in the Fog. Thus, an intelligent routing mechanism may be required to successfully move the data from the Thing to the Cloud at minimal network cost. Second, by bypassing the Fog nodes and based on legacy IP connection, which may be subject to long delays and sub-optimal network throughput.

IV. KEY CHALLENGES AND PROMISING SOLUTIONS IN iCloudFog

The integrated Cloud-Fog architecture requires addressing several research challenges so as to enable effective operation. In this section, we focus on four primary ones, namely network dimensioning and configuration, QoS and security-aware resource management and job scheduling, data privacy, and positioning/localization. We discuss potential approaches to effectively address these challenges.

A. Network Dimensioning and Configuration

The dynamic nature of Fog networks requires an effective network dimensioning mechanism that takes into account the availability of resources and salient network parameters such as bandwidth need and contribution, compute and storage
needs and contributions, energy efficiency, security, and mobility. This mechanism must also be computationally fast to adapt to the dynamic nature of Fog networks, where nodes (i.e., IoT devices) join and leave in small timespans.

Fig. 3 illustrates the Fog dimensioning problem and the steps taken to solve it. First, the set of current Fog nodes (i.e., fixed Fog nodes, and shared Cloud-Fog nodes) and candidate ones (i.e, IoT devices) are abstracted and classified based on their type and proximity to one another. This step helps determine the network size and the constraints imposed (e.g., fixed versus wireless, range of coverage for the wireless node, etc.). Second, the eligibility of a node to be part of the Fog network is determined based on its demand and contribution. Namely, let the set of $m$ Fog networks to be constructed be denoted as $F = \{F_1, F_2, \ldots, F_i, \ldots, F_m\}$, such that a Fog network $F_i$ comprises $n$ current/fixed and candidate Fog nodes, defined as $F_i = \{f_{i,1}, f_{i,2}, \ldots, f_{i,j}, \ldots, f_{i,n}\}$. Every Fog node $f_{i,j} \in F_i$ has a demand $D(f_{i,j})$ and a network contribution $C(f_{i,j})$, such that $D(f_{i,j})$ and $R(f_{i,j})$ are a function of the bandwidth, compute, storage, and energy consumption/battery life. Thus, assuming that node $f_{i,j}$ is “interested” in being a Fog service provider, it is taken as eligible if $C(f_{i,j}) - D(f_{i,j}) > 0$; otherwise, if it is of type of IoT, it will be taken as an IoT data source only; whereas if it is a fixed node, it is not included in the constructed network (e.g., it may be running at maximum capability). The IoT device information related to its interest in
being a Fog provider, and its demand/contribution are sent to the designated controller every time the IoT device is hooked into the network.

The demand and contribution can be classified into two types: 1) “inter-Fog” where a current Fog node (fixed or shared Cloud-Fog) in say Fog $F_1$, requires to serve a neighboring Fog network, say Fog $F_2$ (e.g., if an IoT device roams from one Fog network to another, a request is placed between Fog nodes, which adds communication overhead), or with its corresponding Cloud (e.g., when the shared Cloud-Fog server requires to serve or be served by a DC); 2) “intra-Fog” where any two Fog nodes require to serve and be served by another node within the same Fog.

Once the set of eligible nodes are selected, a network is dimensioned according to the overall network demand. In general, there is a tradeoff between network size, network efficiency and latency. As illustrated in Fig. 4, network efficiency significantly downgrades when the network size increases beyond its optimal value; this can be due to the high messaging overhead, and/or low network utilization due to the allocation of extra unnecessary resources. Thus, not all eligible nodes may be necessarily included in the constructed network, especially if they are unable to serve the IoT data requests (e.g., delay-sensitive applications require provisioning IoT nodes due to their proximity to the users, etc.), and vice versa. Dimensioning the Fog size also presents a trade-off between network efficiency and IoT data latency; thus, the Fog network must be sized according to the foregoing best trade-off. Finally, the route of data flows among the Fog nodes is provisioned based on the QoS, mobility and security requirements of each IoT request (as we will see next). The devised algorithm can be implemented at the designated Fog controller, which will broadcast the network configuration to all nodes after every (re)configuration run.

**B. QoS and Security-aware Resource Management**

For C2F and F2F, which are a kind of inter-Fog communication, most of the legacy strategies on resource management/job scheduling for the core networks can be used directly. Thus, we will focus on the issues related to intra-Fog communication, i.e., F2T, which encompasses the T2C communication (since the data sent to the Cloud can be routed via the Fog nodes).

Let each Fog node $f_{i,j}$ within the constructed Fog $F_i$ be featured by $f_{i,j} = \{(f_{m_{i,j}}, f_{l_{i,j}}, f_{p_{i,j}}), (f_{s_{i,j}}, f_{c_{i,j}}, f_{b_{i,j}})\}$. The first tuple $(f_{m_{i,j}}, f_{l_{i,j}}, f_{p_{i,j}})$ represents the invisible attributes of Fog node $f_{i,j}$ such as mobility (i.e., ability to move, and approximate range), latency (which is the estimation of communication delay with the Cloud, other Fogs or other Fog nodes), and privacy (i.e., the credit of its privacy ability when serving IoT data which can be scored based to its performance history), respectively. The second tuple $(f_{s_{i,j}}, f_{c_{i,j}}, f_{b_{i,j}})$ represents the available IoT resources, where $f_{s_{i,j}}$, $f_{c_{i,j}}$, and $f_{b_{i,j}}$ represent the available storage, compute, and bandwidth resources of Fog node $f_{i,j}$, respectively. Meanwhile, there is a set of $k$ tasks classified according to the IoT data collected in $F_i$, denoted as $T_i = \{t_{i,1}, t_{i,2}, \ldots, t_{i,j}, \ldots, t_{i,k}\}$. Each task is represented by $t_{i,j} = \{(t_{s_{i,j}}, t_{c_{i,j}}, t_{b_{i,j}})\}$. The first tuple $(t_{i,j}, t_{q_{i,j}})$ indicates the latency requirement $t_{l_{i,j}}$, and security level $t_{q_{i,j}}$, respectively. The second tuple $(t_{s_{i,j}}, t_{c_{i,j}}, t_{b_{i,j}})$ indicates the requirements on the IoT resources, namely the storage $t_{s_{i,j}}$, compute $t_{c_{i,j}}$, and bandwidth $t_{b_{i,j}}$, required to complete $t_{l_{i,j}}$, respectively. As such, the resource management/job scheduling problem can be then normalized to an optimization problem of mapping $F_i$ to $T_i$ with satisfactory QoS and IoT resources.

As illustrated in Fig. 5, a Fog can be taken as a virtual pool of resources with different attributes. Meanwhile, the IoT data of a Fog is represented by an array of tasks waiting to be served, such that each task has different latency, security and network demands. If each task is divided into multiple sub-tasks, which can be executed on different Fog nodes, then either a Fog node or a set of Fog nodes can be selected to execute the task. However, the latter can only occur if the sum of available IoT resources provided by all the selected Fog nodes can satisfy the task’s demands.

Different from most of the existing work which only consider a single resource type (i.e., either storage, compute, or bandwidth) with very limited to no consideration to QoS, each IoT task in a Fog has multiple dimensions since it requires all the foregoing resources; meanwhile, the Fog node attributes such as communication delay, security reputation, and mobility should be considered as inputs to satisfy the QoS demands. This makes the problem much more complicated, yet it enables a higher degree of network flexibility than the existing solutions currently existing for the CC and EC paradigms.

**C. Security and Data Privacy**

Instant user authentication is a highly desired feature in IoT data transmission where power conservation is a critical requirement. Thus, physical-layer assisted message authentication schemes over the public key infrastructure (PKI) can be employed to achieve light-weighed communication in the F2T interface. Here, fast authentication can be performed for
Fig. 5. QoS and Security-aware resource allocation in iCloudFog.

each message by identifying the uniqueness regarding the time-space characteristics of the channel responses. This can be achieved by employing a confidence degree (CD) based framework that defines how likely the currently received signal is launched by the same transmitter as in the previously received ones via the sensed channel responses. The CD is an estimation on whether two received signals should be considered from a common transmitter, mostly based on the two-dimensional (i.e., time and space) channel response values sensed at the receiver side. Normally, two signals could travel along the same (or very similar) channels while at different time points, and in this case the two signals would be taken as from a common transmitter. As such, a received packet can be authenticated in sub-microseconds instead of going through additional software/hardware processing. Consequently, a secure authentication protocol according to the trust model and the conventional PKI can be implemented in the IoT devices. The proposed trust model would provide the estimated CD values of two signals of different time points, which will be used to assist the authentication process. For example, the development of the trust model can take the two signals as input, and use statistical signal processing techniques mostly based on convolutional correlation functions that will yield CD, for evaluating the similarity of the two inputs. Finally, the integration of the trust model with the PKI can help develop a physical-layer assisted authentication (PAA) scheme.

D. Positioning and Localization

Capturing the instant precise positions of all IoT devices is a salient building block for enabling a ubiquitous and seamless iCloudFog operation. This is particularly critical when the Things are located indoor, shaded from GPS and cellular signals.

Fortunately, several promising indoor positioning solutions already exist; these can be exploited to serve that goal. For instance, Google’s Indoor Positioning System (IPS) is characterized by a traditional site survey process as an offline training phase [29], in order to build a radio fingerprint database at every location of the indoor area. Subsequently, the IPS would provide a user’s location by retrieving the matched fingerprints from the database. Similarly, Nokia’s High Accuracy Indoor Positioning (HAIP) system [29], [30], manipulates the directional position beacons in the coverage area using the Bluetooth Low Energy (BLE) technology, so as to achieve up to 0.5m position accuracy for indoor users, at the expense of extra equipment and accurate installation in the training phase. The training effort is sometimes too expensive or even impossible. An alternative solution for achieving the indoor positioning capability would be to take advantage of the Inertial Navigation System (INS), which is already available in current smartphones. INS can be enabled via a digital compass, a gyroscope, and/or an accelerometer. With INS-based solutions, the training phase can be waived; however, this strongly depends on the employed motion model and the precision of the sensor(s), which could be in turn affected by the sensor’s noise. This may lead to a measurement error, thereby making the dead-reckoned trajectories less accurate when the imprecision is accumulated over time.

As noticed, every existing scheme has its pros and cons. Thus, to enable a seamless iCloudFog operation, a graceful integration of multiple technologies may be required. As such, novel IPS-based platforms should be developed to achieve joint localization and simultaneous positioning of mobile Things within each Fog, via INS and a dynamically correlated fingerprint database. As illustrated in Fig. 6, mobile devices could share their location estimates and measured fingerprints with nearby users using short-range wireless communication, in order to simultaneously calibrate their position estimation processes, and help construct the radio fingerprint database at minimal training cost. Hence, collaborative IoT devices in a Fog would collect the received landmark signatures from each other, to form a virtual IPS that can provide to all the Things within the Fog network, the indoor positioning functionality. Eventually, any collaborating and/or newly arriving Thing can issue a query to the virtual IPS to obtain its own predicted location with high accuracy. One or multiple servers can be optionally situated in the area of interest, responsible for continuously calibrating their fingerprint database(s). It may also be critical to equip each Thing with sufficient intelligence to determine how to calibrate its current location according to the analysis on all the collected fingerprints over time.

Fig. 6. Virtual Indoor Positioning System construction in iCloudFog.
V. CONCLUSIONS

Fog computing has been taken as a promising technology for enabling low-latency, flexible and scalable future edge network operation to support intensive IoT data. In this article, we discussed the integration of Fog with the Cloud, which has been shown to have several merits. We then proposed iCloudFog, an integrated Cloud-Fog architecture that enables the construction of different Fog types to fit the different characteristics of IoT devices and data, and Fog nodes. Key research challenges such as network dimensioning and configuration, resource management, data privacy and security, and localization have been discussed. Promising approaches were also presented to address these challenges. If these challenges are efficiently addressed, we expect iCloudFog networks to be an exciting solution for the successful provisioning of future IoT data, which has been growing at an immense rate in the last few years.
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